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Chapter 13 
Worker monitoring vs worker surveillance:  
the need for a legal differentiation

Aída Ponce Del Castillo and Michele Molè

1.	� Introduction

In recent years, the use of increasingly powerful technologies to monitor workers 
has become a prevalent and almost ubiquitous feature of the labour market. These 
technologies are used for a variety of purposes including monitoring productivity, 
measuring workers’ performance, tracking movements and workers’ health, and 
making profiles of the workforce used for multiple purposes. They have permeated all 
types of workplaces and sectors. No job, task, profession or sector is immune to this 
intrusive practice which reduces workers to a ‘quantified self’ (Lupton 2016; Moore 
2018; Swan 2013). It can extend beyond the confines of the workplace, working time 
and one’s working life (Hendrickx 2018). Against this background, the European Social 
Partners, as delineated in their Autonomous Framework Agreement on Digitalisation 
(2020), have identified worker surveillance as a pivotal topic for social dialogue.

The objective of this chapter is to point to the increasing interest in workers’ permanent 
measurement provided by new surveillance products. It provides factual and legal 
arguments that support the need to draw a line between the concept of ‘worker 
monitoring’ and ‘worker surveillance’, arguing that such surveillance creates a situation 
of structural asymmetry between employers and workers in terms of information and 
control at work, while also leading to abuses of workers’ rights. Against this background, 
it highlights the need to set boundaries to employers’ monitoring prerogatives, 
themselves significantly enhanced by the development of new and powerful surveillance 
technologies. The analysis is based on literature from sociology, surveillance studies 
and law.

Section 2 describes the right of employers to monitor the workforce under the European 
Convention on Human Rights (ECHR). Although this monitoring power is governed 
by the principles of proportionality and necessity set down in Article 8 (‘Right to 
respect for private and family life’), it contends that the rapid advance of technology 
and its promises has provided employers with an intrusive and invisible, yet intensive, 
monitoring power which should not find the European legal framework on worker 
monitoring unprepared. 

Section 3, after describing how worker monitoring has evolved and transformed into 
surveillance, takes a closer look at the recent decisions taken by national data protection 
authorities (DPAs) and argues that privacy in the workplace is an issue that should more 
consistently be on their radar. It looks at the impact of surveillance on occupational 
safety and health, and argues that this has led to a gradual erosion of the principle 



and culture of prevention. Section 4 addresses data, the driving force behind worker 
surveillance, and data analysis.

Section 5 lays the groundwork for a legal definition: it shows how surveillance can be 
considered an unnecessary monitoring power of the employer which often fails the 
suitability and necessity tests as developed by the jurisprudence of the European Court 
of Human Rights (ECtHR). Then this chapter concludes.

2.	� The monitoring power of employers: an open contractual 
clause

The right to monitor employees is one of the essential powers granted to employers ‘to 
ensure the smooth running of the company’, a concept discussed in the ECtHR landmark 
case Bărbulescu v. Romania (2017) (which went on to rule that the monitoring of an 
employee’s corporate messaging account was a violation of the right to respect for 
private life and correspondence under Article 8 of the ECHR). Such a power includes 
a variety of monitoring activities covered by an employer’s right to property and to 
conduct a business (Art. 16 and Art. 17 Charter of Fundamental Rights of the European 
Union (CFREU); Art. 1 ECHR Protocol 1). Managing an economic activity is linked with 
the legal and legitimate interest of the employer to oversee any work-related activity: 
company organisation; employee performance; compliance with occupational safety 
and health (OSH) laws; and protection of company assets. Therefore, the monitoring 
power of the employer is an implicit clause of the employment contract, defined here 
as a contractual clause that does not set specific details about the intensity, quality 
or pace of the monitoring that the employer will perform. Thus, in the contract, the 
employer has the ability to monitor the workforce with few limitations, allowing for 
direct or technology-based observation, e.g. cameras, sensors, geolocation systems or 
device tracking by default (such as laptops, smartphones, etc.) (Ball 2010; Carby-Hall 
2003: 34; Coase 1937).

Such an employer power finds, however, either restrictive or permissive regulatory 
approaches in the various European Member States. As noted by Eurofound, legislative 
interventions on employer discretion in monitoring are focused, at national level, 
mainly on two purposes: they legitimise monitoring for occupational safety and health 
or security purposes; while they prohibit (or link to transparency duties) the direct 
monitoring of the employee’s work performance (Riso 2020: 8-16). 

A similar approach to limiting employer discretion comes from the European Court 
of Human Rights. With the Niemietz case (Niemietz v. Germany, 1992) came the first 
reference to the protection of an employee’s privacy and personal data under the scope 
of Article 8 ECHR. Mr Niemietz was a lawyer who complained before the ECtHR that a 
search of his offices was an interference with his private life. There, the Court held that 
there exists in a workplace an individual right to personal development and to establish 
relationships with other individuals; a sphere that cannot be disproportionately reduced 
to accommodate an employer interest in monitoring. 
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Thereafter, the Court has addressed diverse and specific implementations of this 
monitoring power. Monitoring via cameras or GPS has often been found to be 
legitimate for preventing theft or the abuse of company property (Florindo de Almeida 
Vasconcelos Gramaxo v. Portugal, 2022; López Ribalda and Others v. Spain, 2019; 
Köpke v. Germany, 2010). In these cases, monitoring systems had been (legitimately) 
implemented to prevent the illegitimate use of a company car through GPS tracking 
(Florindo, 2022) or to provide video evidence of the theft of goods or money by shop 
assistants (López Ribalda, 2019; Köpke 2010). However, the scope of the power has 
often been found to contravene the right to privacy when cameras or other tracking 
systems have been employed to monitor an employee’s work performance (Antović 
and Mirković v. Montenegro, 2018; Bărbulescu v. Romania, 2017; Copland v. United 
Kingdom, 2007; Halford v. UK, 1997). In Antović and Mirković v. Montenegro 
(2018), Ms Antović and Mr Mirković alleged that the unlawful installation and use of 
video surveillance equipment in the university auditoriums where they held classes 
had violated their right to respect for their private life. Similarly for Mr Bărbulescu’s 
Yahoo Messenger account: opened for business purposes, this was monitored by his 
employer including his personal and non-professional communications. In the cases 
involving Ms Copland and Ms Halford, their right to private life was, according to the 
Court, disproportionately reduced by the covert monitoring of email and internet use 
(Copland, 2007) and of telephone conversations (Halford, 1997).

Looking through the ECtHR’s rulings on worker monitoring, two principles set 
boundaries on a case-by-case basis to the ‘openness’ of the monitoring power: necessity 
and proportionality. The Court weighs the proportionality of the intrusion into the 
private sphere of employees against the right of employers to manage and preserve 
their economic activity. In addition, the practical implementation of the monitoring 
measure is also assessed: according to the principle of necessity, the employer must 
adopt the most suitable and least intrusive measures to express its legitimate interest 
in monitoring (Gerards 2013). The principles of proportionality and necessity of the 
monitoring measure are also reflected in Art. 5 GDPR (‘Principles relating to processing 
of personal data’). Yet, the European Court of Justice (ECJ) has still not dealt with the 
monitoring power of employers and the application of the GDPR’s principles (Mangan 
2022: 321).

3.	 The transformation of monitoring into surveillance 

As described above, there is extensive ECtHR jurisprudence on monitoring and privacy 
at work. Today, however, we are witnessing a gradual transformation of monitoring 
into surveillance, a process characterised by the acquisition of new features and 
purposes: employers use monitoring technologies that go beyond those analysed so 
far by the courts, such as video surveillance, GPS, biometric scans or tools that allow 
access to personal communications (Zuboff 2019). Powerful new technologies are 
creating new challenges for courts as to what can be considered proportionate and 
necessary in the digital age. Increasingly, labour scholars are calling for a ‘technological 
contextualisation’ of labour regulation in light of the rapid expansion of the market 



for workplace surveillance technologies which threatens the enjoyment of fundamental 
rights at work (Aloisi and De Stefano 2022; Mangan 2022; Molè 2022). 

This chapter refers to this new form of all-encompassing monitoring as ‘worker 
surveillance’ and argues that it operates on the basis of ‘the three Is’: it is intrusive on 
and invisible to the individuals it targets; and is characterised by the intensive collection 
of data. 

The sociologist Gary T. Marx defines surveillance in the International Encyclopedia of 
the Social & Behavioral Sciences as the ‘scrutiny of individuals, groups, and contexts 
through the use of technical means to extract or create information’ (Marx 2015). In a 
post Covid-19 context, this definition remains valid, but the phenomenon has undergone 
exponential growth. It now operates on a practically limitless scale and generates 
constant and substantial amounts of fine-grained personal and sensitive data. Modern 
surveillance tools capture data points related to the worker’s emotional state (anxiety, 
frustration, boredom, happiness, fear, insecurity, etc); safety (exposure to hazards, risk 
levels, movements, fatigue, microsleep episodes, etc); health (physiological data such as 
heart rate, blood pressure, breathing rate, temperature, ergonomic data such as ‘good’ 
or ‘bad’ posture, stress levels, possible burnout, etc.) (Al Jassmi et  al. 2019; Jebelli 
et al. 2019; Moore 2018; Swan 2013); wellness (sleep patterns, fatigue management, 
level of physical activity, etc) (Dockser Marcus 2023); brain activity (Cheng et al. 2022; 
Farahany 2023; Wang et al. 2017); security (use of company assets, information leaks, 
risky behaviours, etc); and productivity (engagement with teammates, working time vs 
rest time, contents of e-mails, internet use, etc.) (Burnett and Lisk 2021). The collected 
data is then measured, analysed and processed for a variety of purposes.

Surveillance tools and techniques are often invisible and non-material, embedded 
within other technologies and devices. This, coupled with the broad range of data points 
collected, makes worker surveillance a markedly distinct practice from monitoring. As 
briefly anticipated in Section 2, a legal differentiation following the transformation of 
monitoring into surveillance has become imperative.

The gradual shift from monitoring to surveillance can be primarily attributed to 
technological advance and the enhanced capacity to gather data. First, the advent 
of new software, tools and technology considerably expanded the scope, until then 
relatively limited, of human resource management (HRM) (Gallup 2023; Laker 
et al. 2020). This led to the emergence of people analytics (PA), which HRM experts 
describe as a data-driven method analysing all the processes related to personnel in a 
company with the aim of achieving business success and increasing the organisation’s 
efficiency and productivity (De Cremer and Stollberger 2022). The next generation of 
tools incorporated novel AI-based models to enable even more intricate surveillance 
and provide employers with more powerful insights in decision-making. These tools are 
used to assist managers when allocating rewards (salary rises, promotions) or imposing 
disciplinary measures (dismissals, suspensions of platform accounts, etc.). 

The latest tier in this hierarchy of monitoring techniques is algorithmic management (AI 
Now Institute 2023), or automated monitoring and decision-making systems. Through 
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the use of third parties, vendors, networks, data brokers and transfer mechanisms, the 
power of the employer to process workers’ data has dramatically increased. Surveillance 
tools not only capture data, to be processed and used by managers, but they can also be 
used to support decisions (Adams-Prassl 2019). 

Algorithmic management is one of the building blocks of the platform business model 
(Stark and Pais 2020) and it is gradually encroaching on more traditional forms of 
employment. The proposed directive on improving working conditions in platform work 
aims to regulate automated decision-making and monitoring systems in the platform 
economy (European Commission 2021), but several challenges remain – especially 
when used in standard employment settings. These include the overall opacity of existing 
processes, the metrics employed, the implications of collecting data in nanoseconds, the 
use of surveillance techniques in determining workers’ employability and the impact 
of behavioural analytics on workers’ remuneration but which – as also noted by Bales 
and Stone (2020) – deter unionisation, enable subtle forms of employer blackballing, 
exacerbate employment discrimination, render trade unions ineffective and eradicate 
the protections of labour law.

3.1	� Privacy and data protection in the workplace: a new issue of concern 
for data protection authorities

The Covid-19 pandemic brought the issue of worker surveillance into the spotlight and 
captured the attention of both the general public and the workforce. With companies 
wanting to monitor workers physically absent from the workplace, the use of analytical 
tools intensified. Surveillance became more prevalent, justified on the grounds of 
productivity and safety (Ball 2010), and started to be employed for a multiplicity of 
purposes going beyond workers’ ‘data perimeter’ as identified by Mario Guglielmetti 
(this volume). Instances of misuse became frequent, as data collected from workers was 
used to penalise and discipline them, as well as to automate decisions that had adverse 
effects on them (Agosti et al. 2023; Rogers 2023). Against this backdrop, it is essential 
to consider whether the obligation to conduct a data processing impact assessment 
under Article 35 of the GDPR, involving the participation of worker representatives, 
has been adequately met.

Privacy in the workplace became an issue on the radar of national DPAs. Several 
issued recommendations to employers about the collection of data on remote 
workforces. In the UK, the Information Commissioner’s Office (ICO)I reminded 
employers that, prior to starting processing, they must first assess whether the use of 
artificial intelligence (AI) is a necessary and proportionate solution to a problem (ICO 
2022). In France, Commission Nationale Informatique & Libertés (CNIL; National 
Commission for Information Technology and Liberties) highlighted the existence of 
a particularly invasive piece of software which, when used, leads to a permanent and 
disproportionate surveillance of employees’ activities. L'Autorité de protection des 
données/Gegevensbeschermingsautoriteit (APD/GBA; the Belgian DPA) reminded of 
the general prohibition on using cameras with AI to monitor the workforce.



In some cases, companies have been fined for excessive monitoring, including H&M’s 
Service Centre (35 million euros) and notebooksbilliger.de (10.4 million euros), both in 
Germany (European Data Protection Board 2020a, 2020b). 

Similarly, the Italian DPA fined the food delivery platform Foodinho 2.6 million 
euros, finding that ‘the company had failed to adequately inform its employees on 
the functioning of the system and had not implemented suitable safeguards to ensure 
accuracy and fairness of the algorithmic results that were used to rate riders’ performance’ 
GPDP 2021). In other words, the Italian DPA questioned the covert surveillance and 
meaningfulness of the measurements carried out by the company regarding employees’ 
activities: it found the data collected to be not relevant and used for discriminatory 
purposes, including communications in chats, emails and phone calls between couriers 
and customer care. Furthermore, technical evidence revealed that, when the mobile app 
was running in the background, it continued to send notifications of unassigned orders 
to all couriers, even those not on shift. It processed couriers’ GPS location continuously 
and automatically – without verifying the actual need for such processing; sent data 
to the platform on the exact location of a courier, the speed and mobile phone battery 
level; and shared data, including GPS location, personal login, name and the courier’s 
unique identifier, with third parties. It also produced a ‘hidden’ score for the courier, 
with no clear indication of the purpose of this value (Agosti et al. 2023).

Another relevant case is CNIL’s investigation into the collection and analysis by Amazon 
France Logistics of data on its employees. In this case, Amazon was investigated on two 
indicators: ‘the machine gun’, which is the amount of time in which the worker puts 
away an item in less than 1.25 seconds; and ‘idle time’, when the worker does not store 
an item for 10 minutes. The CNIL has requested a fine of 170 million euros (Vitard 
2023).

That DPAs are aware of the significant issue represented by privacy in the workplace is 
a welcome evolution. However, many types of surveillance practices continue to exist 
without being detected by any authority. In improving the enforcement of the GDPR, 
DPAs and labour authorities could intensify their level of cooperation, become allies 
and cross-fertilise their respective activities. 

3.2	� The impact of surveillance on occupational health and safety:  
a gradual erosion of prevention

One of the workplace dimensions most targeted by surveillance technologies has been 
occupational safety and health. Companies are increasingly resorting to technology 
not only regarding various aspects of their operations and work organisation but for 
the purposes of primary prevention and risk reduction as well as a mechanism for 
compliance with OSH legislation. Relying on the data of workers that that should not 
be being processed by the employer in the first instance, thereby trespassing workers’ 
data perimeter, marketing strategies often feature promises such as ‘streamline your 
safety processes and help create a culture of safety’ (www.fluix.com); observing that 
‘automated prediction programs allow construction employees to minimize errors 
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during calculation, errors that could have created real risk during the building process’ 
(www.kreo.net); while some seek to substitute the role of safety staff – ‘by automating 
the repetitive and mundane aspects of the safety and health inspection, Intenseye 
enables safety inspectors and customers to utilize their skills for problem-solving 
while providing them with the relevant information regarding the problems’ (www.
intenseye.com). The promise is clear that sensors, cameras, IoT (internet of things) 
devices and AI systems can be promoted as tools that vigilantly monitor workplaces in 
real time, predicting potential risks, recognising unsafe behaviours, detecting unsafe 
conditions and suggesting recommendations to mitigate potential risks (Malik 2023; 
van Rijmenam 2023).

Even when AI systems could be helpful in risk management, the reliance on them needs 
to be carefully weighted since trusting in techno-solutions can embody a questionable 
shift of approach. The promotion of a culture of prevention, based on the active 
participation of and cooperation between managers, workers and their representatives, 
is a principle recognised and promoted by the International Labour Office in Convention 
186 and enshrined in the European Framework Directive on Safety and Health at Work. 
Evidence shows that the effectiveness of safety management systems depends on a 
collective and positive health and safety culture that steers work towards optimising 
workers’ physical and mental health (Wadsworth and Walters 2019; Nielsen 2014; 
Menéndez et al. 2009). 

Following Gould (this volume), this chapter argues that technology-based surveillance 
is being pursued as another face of technology solutionism which finds it difficult to 
comprehend the reality of work, human factors and associated uncertainties. It not 
only goes beyond workers’ ‘data perimeter’ but is increasingly being mistaken for, while 
also replacing, the culture of prevention that underpins occupational safety and health. 
Instead of establishing a cooperative and dynamic prevention culture, companies are 
opting for a ‘machine-based’ approach to ‘advise’, ‘recommend’, ‘help’ or even ‘prevent’ 
risks from materialising. 

When using technology to pursue occupational safety and health, privacy is often not 
only seen as a trade-off but is quickly traded away. Yet privacy, and data protection, 
are an integral element of the right to health and to being safe, as well as a dimension 
of human integrity and ultimately human dignity, the foundation of all fundamental 
rights. The interconnection between health, safety, wellbeing and privacy is inseparable. 
Against such a backdrop, EU-OSHA, the European Agency for Safety and Health at 
Work, appears to endorse the use of automated measurement systems (comprising 
sensors, smart personal protective equipment, virtual and augmented reality, drones, 
etc.) to detect, minimise or eliminate risks (EU-OSHA 2023). The Agency has compiled 
eight case studies that exemplify how advanced robotics and AI-based systems can be 
used to automate physical and cognitive tasks in the workplace (EU-OSHA 2023). 

Although an approach which sets out to minimise risks seems to be welcome, there are 
several implications to consider. 



First, following Hildebrandt (2023), the automation of practices and even norms is 
a growing trend. There is an implicit validation of technology-based solutions that 
are being marketed to pursue preventive purposes, but without due diligence being 
undertaken in verifying design choices; identifying how well they fulfil their claims, 
functionalities and potential uses described in the terms of use; establishing how far 
they are reliable, effective or even helpful; and labelling their associations with third 
parties. As Hildebrandt (2022) sums up, ‘the relevance of the solution always depends 
on purpose, context and agents’.

Second, the use of ‘all-in-one’ solutions which serve multiple purposes contradicts 
the coexistence of various fundamental legal dispositions. It moves away from 
a comprehensive approach to conducting risk assessments, characterised as a 
‘collaborative practice’. As various authors have observed, employers can, in their duty 
to assess risks systematically, work in collaboration with workers, their representatives 
and other experts in seeking to enhance worker protection encompassing diverse 
perceptions of risks, reviewing both qualitative and quantitative data and considering 
the variety of hazards and their severity (Castro and Ramos 2017; EU-OSHA 2007; 
Frick 2011, Ollé-Espluga et al. 2015). Also, as discussed in Section 2, it contravenes the 
core principles of necessity (assessment of the effectiveness of the measure in relation 
to the objective pursued) and proportionality (assessment of the appropriateness of the 
extent to which there is a logical link between the measure and the legitimate objective 
pursued) (EDPS 2019). Additionally, solutions often justify their deployment through 
ethical principles and rely on the consent of workers,1 inadvertently disregarding that, 
when processing workers’ personal data, often of a sensitive nature, informed consent 
does not constitute a lawful legal basis for such data processing (Article 29 Data 
Protection Working Party 2017).

Third, the risks associated with this situation are numerous both at individual and 
collective levels. Workers’ autonomy and decision-making power, their capacity to be 
critical towards the use of technology and their capacity to bargain collectively can all 
be eroded (Hendrickx 2018). Its use may also conceal workers’ tacit knowledge of their 
working environment and be a cause of deskilling and a reduction of agency. 

One must also consider the implications for safety representatives and labour inspectors 
in this new environment. Despite the obligations under the Framework Directive, legal 
challenges have also been made related to liability and accountability in the event of 
system failures or accidents. This may provide some employers with the means to evade 
liability by shifting blame to the victim for non-compliance with safety rules or any 
failure to follow system recommendations, or otherwise by attributing the mistake to 
the system itself. 

At work organisation level, the reliance on AI systems within intricate interconnected 
environments involving various actors such as employers, employees, technology 
providers, vendors and third parties may dilute the culture of prevention. Exposure to 

1.	 For example, Intenseye’s Ethics Principles state that: ‘Intenseye requires its users to deploy their technology 
responsibly, clearly informing workers and limiting their use of technology to its intended and justified goals’ 
https://www.intenseye.com/company/ai-ethics-statement
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technologies that automate OSH objectives can have adverse effects on workers’ overall 
health and wellbeing (Cabrelli and Graveling 2019; Schulte et  al. 2020). An overly 
mechanical approach to prevention may prove less adaptive to changes in the working 
environment.

Machine-based prevention systems can, furthermore, lead to a fragmentation of 
organisational processes and damage the very purpose of occupational safety and health. 
Even when the Framework Directive provides for the employer to take the measures 
necessary for the safety of employees and the protection of their health, including the 
prevention of occupational risks, a reliance on AI systems might be questionable. AI 
systems depend heavily on the quality of data and the robustness of the predictive 
AI models they use. Conversely, one of its weakness comes from weak variables, the 
unpredictability of the external environment and the diversity and unpredictability 
of the ‘human factors’ and inputs which, if inadequately taken into account, can put 
occupational health and safety at risk (Badri et al. 2018; Reiman et al. 2021). AI systems 
are prone to inheriting inductive bias related to their training data, as well as to ethical 
and unlawful bias (Brynjolfsson et al. 2023; Hildebrandt 2023). If not carefully designed 
and monitored continuously, these systems may perpetuate or even exacerbate existing 
biases and discrimination in the workplace. In the process, OSH risks being transformed 
from a ‘safety practice’ into an ‘ethical practice’ or, worse, a compliance exercise. 

Finally, it is imperative to stress the interconnectedness of health, safety, privacy 
and other human dimensions. Measuring and analysing them in isolation leads to 
fragmentation, undermining human integrity, dignity and the protection of fundamental 
rights. Prevention is a practice that simply cannot be automated: the complex context of 
the workplace environment is what is relevant.

3.3	 In data we trust?

When trying to analyse the new phenomenon that is worker surveillance, the analyst 
keeps coming back to its engine or driving force: data. Worker surveillance is totally 
reliant on fine-grained personal data and, consequently, on the ability to measure 
things and to derive actionable conclusions from them. This is a fundamental concern 
that Sandy J. J. Gould addresses in his chapter in this volume, where he explains 
that metrics are hard to make and can be noisy, inaccurate and influenced by many 
factors, resulting in biased, missing information or simply wrong measurement. One 
example of this is made up of novel safety purposes, such as the monitoring of personal 
protective equipment compliance through AI, which raise concerns and expose possible 
limitations such as using an adequate metric, measuring the correct data and having 
accuracy in pattern recognition and in capturing the essence and subtlety of risk 
situations (Campero-Jurado et al. 2020). 

In short, both data itself and the way it is analysed, which are the core elements of 
surveillance, should not always be trusted. When worker surveillance takes place, 
some data is collected through questionable and intrusive means and can be of a highly 
personal nature. This and other data related to the work environment (temperature, air 



quality, machine parameters, noise levels, etc), are then analysed using metrics that are 
unknown to the workforce and which can generate inaccurate results. In other words, 
surveillance is built on a weak foundation of personal and sensitive data, intrusively 
collected and potentially inaccurately analysed, and which is hence likely to generate 
erroneous outcomes (Nath et al. 2017; Gould, this volume).

4.	� Towards a legal distinction between monitoring  
and surveillance 

Worker surveillance, as described in previous sections, and the imbalance of power 
and the information it creates in favour of employers needs to be recognised as a self-
standing concept in law and legal literature. 

As explained in Section 2, employers have always had the ability to monitor workers as 
a result of an ‘implicit’ or ‘open’ clause in the employment contract. With the possibility 
of using new, intrusive, invisible and intensive data collection tools, employers can now 
bring their monitoring power to different levels, thereby establishing a one-sided power 
relationship with their workers, with little ability for the latter to counterbalance this 
move given the vast scope of employer oversight and the technical complexities of data 
science (Sewell and Barker 2001).

The reference to ‘surveillance’ is not casual. The concept, borrowed from sociology, 
implies a power-centred understanding of the power to monitor (Macnish 2018; 
Sewell et  al. 2012; Marx 2002). Surveillance studies analyse such social interaction 
independently of legal categories and as a hierarchical structure with two actors: an 
observer and an observed. In today’s workplace reality, the observer position is further 
enhanced by third party observers that give even greater monitoring power to the 
employer. A power-centred understanding of that power in the digital age can help to 
identify better its new features and actors, and the legal consequences for each of these.

The legal boundaries traditionally imposed on the power to monitor are now being 
extended in respect of the possibilities of supervision and the culture of the meticulous 
measurement of workers pushed by the growing market for surveillance technologies 
(Negrón 2021). The structural difference between traditional worker monitoring and 
worker surveillance should therefore lead to different legal implications. Worker 
surveillance has not yet been comprehensively analysed by the ECtHR, which has 
mainly dealt with traditional monitoring technologies (see Section 2). However, the 
shaping of such new hierarchies at work systematically presents issues as regards the 
necessity for these intense and intensive surveillance measures – to be balanced against 
workers’ fundamental rights such as the right to privacy and data protection. 

Currently, there is no case law from the ECtHR addressing data-intensive surveillance at 
work as such. Yet, the Court has clarified that the ‘necessary’ interference with Article 8 
ECHR is a narrowly defined concept: it has none of the flexibility of expressions such as 
‘useful’, ‘reasonable’ or ‘desirable’ but implies the existence of a ‘pressing social need’ 
for the interference in question (Handyside v United Kingdom, 1976, para. 48). Thus, 
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interference with Article 8 ECHR must correspond to a pressing social need and, in 
particular, must remain proportionate to the legitimate aim pursued.

Worker surveillance does not conform to a pressing social need under the ECHR. Thus, 
it can be described as an unnecessary monitoring power. Most of the new surveillance 
technology is not strictly necessary to achieve a legitimate employer purpose. Gould 
shows this point well in his chapter in this volume: ‘measuring things about work is 
difficult, especially work that does not lend itself easily to being broken down into 
independent atomic parts’; this proves to be particularly relevant in services work in 
comparison with the manufacturing sector. How could a surveillance provider or an 
employer prove that looking at the time spent on Facebook, or at the number of times 
someone looks away from their screen, are representative of productivity or focus?

To prevent such innovations distorting employer authority into something intrusive and 
unjust, it is essential to ponder carefully the existence of a pressing social need under 
the ECHR. In several decisions (Florindo, 2022; López Ribalda, 2019; Bărbulescu, 
2017), the Court has recognised that significant developments are underway in the 
field of workforce monitoring. In Florindo, the ECtHR in para. 93 explicitly refers to 
that particular form of surveillance coming under the analysis of the Court for the first 
time: the data in dispute is not images (see Köpke, 2010; López Ribalda, 2019; Antović 
and Mirković, 2018), electronic messages (see Bărbulescu, 2017) or computer files (see 
Libert v. France, 2018), but geolocation data. According to the Strasbourg judges, this 
novelty raises a topical question of the type and level of surveillance that is acceptable 
on the part of an employer with regard to its employees, to be counter-balanced against 
protection of the private life of employees. 

Steering the fast-developing market for surveillance tools makes the so-called 
suitability (or effectiveness) test as described by Gerards (2013: 473) a topical criterion 
to be implemented in the Strasbourg Court’s forthcoming case law. Any interference 
with an ECHR fundamental right ought to be realised by means which are effectively 
capable of realising the aims, or the ends, of the interference. This is a challenging 
analytical exercise for the Court: factual, statistical or empirical information ought to 
be scrutinised to ascertain the suitability of the measure. In this regard, Gould (this 
volume) gives more technical and empirical evidence about the actual usefulness of 
measurements in the context of worker surveillance. Referring to his arguments shows 
how easily worker surveillance tools fail the suitability test. 

We can, however, already point to the dissenting opinion in Florindo where, in para. 17, 
the dissenting judges explicitly mention that the means of surveillance implemented by 
the employer (through the GPS) had been erroneously indicated by the majority of the 
Court as absolutely necessary to achieve the end pursued by the employer (monitoring 
the use of the company car). The dissenting judges also point out that less intrusive 
means than GPS were available and, moreover, indicated by Comissão Nacional de 
Proteção de Dados (CNPD; the Portuguese DPA). In this most recent ECtHR case on 
worker monitoring, therefore, an explicit reference to a suitability or effectiveness test 
is already present on the part of the dissenting judges (Molè and Mangan 2023). The 
GPS was capable of providing more data than necessary, causing an actual surplus of 



data in the availability of the employer which was not needed to fulfil the purpose of the 
monitoring.

Via the outcome of this case, it is possible to introduce another test, now urgently 
needed to filter out unnecessary monitoring power: the least intrusive means test. 
When evaluating the suitability of the means of surveillance, the Court ought to carry 
out a factual and empirical assessment of the various means which are contextually 
available and determine which is the most effective and least intrusive. According to 
this test, the means to be chosen ought to be the one least harmful from the perspective 
of the individual rights at stake (Gerards 2013: 481-482). On this point, as explained 
in Section 3, a general consideration can be drawn. As surveillance is structurally 
more intrusive than standard monitoring, it is essential that the Court, in future years, 
undertakes efforts to compare surveillance technologies with others which are less 
intrusive yet which achieve the same legitimate goal pursued by the employer (for a 
general discussion on the balancing of ECHR fundamental rights by the ECtHR, see 
Greer 2004).

5.	 Conclusion

The power to monitor employees traditionally results from an ‘open term’ in the 
employment contract that grants employers a set of observational entitlements, in which 
privacy rights and economic freedoms often collide. This conflict between fundamental 
rights is being augmented today by new and more intrusive technologies. Hence, 
differentiating traditional employer monitoring against the background of today’s 
surveillance technologies highlights the tensions at stake. Borrowing from sociological 
literature, contemporary monitoring amounts to the surveillance of workers, an activity 
where the asymmetry of power and information is structurally stronger and based on 
invisible, intrusive and intensive measurement which is likely to fail a suitability and 
least intrusive means test under Art. 8 ECHR. Worker surveillance shows features of 
a disproportionate and unlawful power, predicated on the belief that anything and 
everything that is measurable should be measured. The interconnectedness and natural 
nexus between autonomy and privacy (Hendrickx 2018) is broken. Human dignity 
itself is at stake since, as law professor Nita Farahany says ‘there is no existing set of 
legal rights that protects us from employers scanning the brain or hacking the brain’ 
(Dockser Marcus 2023). 

ECtHR case law has been referenced in support of this line of argument with the aim of 
identifying the legal boundary beyond which worker monitoring becomes illegitimate 
worker surveillance. Here, a more favourable interpretation of Article 8 ECHR for 
workers might be suggested. Pointing to surveillance as a self-standing legal concept 
helps to tame some of the substantial risks of unnecessary and systematic monitoring 
under which worker autonomy is eroded, the principle of prevention in OSH is 
abandoned in favour of ‘automated prevention’ and fundamental rights are violated. All 
of this is fuelled by personal and sensitive data that is collected intrusively, yet this may 
be being inaccurately measured. The necessity and proportionality tests should become 
a legal obligation when introducing worker monitoring technologies. Action is urgently 
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needed not just to regulate or set limits on surveillance, but to define it legally as a 
prohibited practice which conflicts with the most essential fundamental rights at work. 
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